How to Steal a Machine Learning Classifier with Deep Learning
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Abstract—This paper presents an exploratory machine learning attack based on deep learning to infer the functionality of an arbitrary classifier by polling it as a black box, and using returned labels to build a functionally equivalent machine. Typically, it is costly and time consuming to build a classifier, because this requires collecting training data (e.g., through crowdsourcing), selecting a suitable machine learning algorithm (through extensive tests and using domain-specific knowledge), and optimizing the underlying hyperparameters (applying a good understanding of the classifier’s structure). In addition, all this information is typically proprietary and should be protected. With the proposed black-box attack approach, an adversary can use deep learning to reliably infer the necessary information by using labels previously obtained from the classifier under attack, and build a functionally equivalent machine learning classifier without knowing the type, structure or underlying parameters of the original classifier. Results for a text classification application demonstrate that deep learning can infer Naive Bayes and SVM classifiers with high accuracy and steal their functionalities. This new attack paradigm with deep learning introduces additional security challenges for online machine learning algorithms and raises the need for novel mitigation strategies to counteract the high fidelity inference capability of deep learning.

Index Terms—Machine learning; adversarial machine learning; classifier; deep learning; exploratory attacks.

I. INTRODUCTION

In the present day, information systems are subject to frequent exploits and attacks, and it is not possible to assume that any given program will be used as intended. This holds true not only for traditional programs where all behaviors are programmed manually, but also for machine learning algorithms, which are becoming increasingly prevalent in current information systems. The emerging field of adversarial machine learning studies how effective learning can take place under the presence of an adversary [1]–[4]. However, the security limitations of such learning are not yet well understood, and deserve further study, in order to characterize and improve the overall security of information systems.

If the effects of adversarial machine learning are identified and appropriate mitigation techniques are developed, then the applications can be diverse and far-reaching. Machine learning algorithms are presently utilized by different applications including (but not limited to): search engines, social media/network platforms, intelligence analysis applications, intrusion detection, bot detection, recommender systems, online review systems, online matchmaking systems, spam email filtering, document classification, Internet of Things, cyber-physical systems, and unmanned vehicle controllers.

A machine learning algorithm or an information system built upon one can be “attacked” in several ways [1]–[4] (illustrated in Fig. 1):

1) Causative attacks (also known as poisoning attacks), e.g., [5], [6], attempt to provide incorrect/misrepresentative training data to the algorithm, such that it does not learn the intended function.
   • In supervised learning, this may be achieved by mislabeling the training data, e.g., in adversarial active learning [2], where the algorithm requests training labels from potentially untrusted sources.
   • In reinforcement learning, a causative attack can take place by providing incorrect rewards or punishments.
   • In unsupervised learning, the attack can be launched by sampling training examples in a biased way, such that they do not reflect the underlying statistical distribution.

2) Exploratory attacks, e.g., [7]–[9], occur after the algorithm has been trained, and attempt to uncover information about its inner workings, in order to identify weaknesses of the algorithm. This attack may attempt to extract
   • the decision boundary used by the algorithm (e.g., hyperplanes of the Support Vector Machine (SVM) algorithm),
   • a general set of rules that the algorithm follows,
   • a set of logical or probabilistic properties about the algorithm, or
   • information about the data that was used (or not used) to train the algorithm.

3) Evasion attacks, e.g., [10]–[12], are also launched upon trained algorithms, and involve providing the algorithm with input (test) data that will result in an incorrect output.
   • A classic example of an evasion attack is the generation of spam emails that will fool a trained filter into accepting them as legitimate.
   • Another example is the creation of social bots (e.g., automated tweet generators) that will fool bot
Clear understanding of potential attacks against machine learning systems is of paramount importance. In online systems, the user can poll the machine learning system with the input data (e.g., through an application programming interface (API) in a web-based system) and observe its output (e.g., classifications). Such systems are open to evasion, exploratory, and in some cases causative adversarial machine learning attacks. In this paper, we address the problem of exploratory attacks where the state-of-the-art focuses on model inversion attacks [7]–[9]. In such attacks, the adversary typically knows the type and structure of the classifier, and attempts to learn the model parameters. In this paper, we relax this assumption for the adversary and let the adversary launch an attack for building a functionally equivalent classifier without knowing the type, structure and parameters of the classifier.

An adversary launches a three-step black-box attack by 1) polling the classifier with input data, 2) observing labels returned by the classifier, and 3) using the input data and the labels to train a deep learning classifier. The output is a deep learning classifier that is functionally equivalent to (i.e., produces high fidelity labels similar to) the classifier under attack. The functionally equivalent machine built by the adversary implicitly infers training data, type of the classifier, and hyperparameters of the classifier. For testing, the same input data is given to the classifier under attack and the classifier that is built by the adversary. The success of the adversary is measured by similarity of labels returned by the classifier under attack and the classifier that is built by the adversary.

We consider the application of text classification and use Naive Bayes and SVM as the classifiers under attack. Results demonstrate that:

- Deep learning can reliably build a functionally equivalent classifier for Naive Bayes (2.10% error) and SVM (2.56% error).
- Simple classifiers such as Naive Bayes and SVM cannot effectively build a functionally equivalent classifier for deep learning (error is 11.18% for Naive Bayes and 8.61% for SVM).

Our results have significant security implications. First, classifier theft poses a risk to the intellectual property of private companies and other organizations, which have invested a significant amount of time and effort to gather training data for a classifier, to train the classifier, and to tune its hyperparameters. If the classifier is stolen, then an organization’s competitive advantage is reduced; in the long term, the possibility of classifier theft can even discourage organizations from developing novel machine learning systems. Additionally, once a classifier is stolen, the adversary is free to analyze it (with an unlimited number of queries), in order to identify its potential weaknesses, as well as its underlying functionality. This can allow the adversary to subsequently launch an evasion attack against the original classifier, or to infer private information about the organization that developed it (such as its priorities and resources) or the underlying training data. For example, if the original classifier is trained on social media data, then social media users’ privacy can potentially be compromised through an analysis of the functionally equivalent classifier, which may necessitate the use of privacy-preserving access to users’ social relationships [13].

The resulting security threat can exist not only for individual organizations, but also at the national level. For example, suppose that a government organization trains a classifier using sensitive data that is not available to other governments and private organizations. Despite the fact that no one else has access to this data, an adversary (who may belong to an internal or foreign hostile group) may still be able to replicate the functionality of the classifier. Subsequently, the adversary may attempt to use the stolen classifier for malicious purposes, subvert the original classifier through an evasion attack, or infer information about the data that was used to train it.

The rest of the paper is organized as follows.

- Section II presents the system model for launching an attack to steal a machine learning classifier.
- Section III introduces the classifiers under attack and the classifier used by the adversary.
- Section IV presents the approach to train classifiers for a text classification application.
- Section V presents the approach to train the adversarial classifier with deep learning.
- Section VI concludes the paper.

II. HOW TO LAUNCH AN ATTACK TO STEAL A MACHINE LEARNING CLASSIFIER

Suppose a classifier has been already trained by selecting training data, type of the classifier, and hyperparameters of the classifier. This classifier is made for online access as a blackbox system without revealing any information other than the input and output relationships. Each user can poll this classifier by providing test data as the input and observing the labels as the output of classification.
As shown in Fig. 2, the adversary launches a three-step attack to steal the classifier:

1. The adversary polls the classifier with input data.
2. The adversary observes labels returned by the classifier.
3. The adversary uses the input data and the labels to train a deep learning classifier and optimize its hyper-parameters.

The equivalent machine implicitly infers all aspects of the classifier as a black-box system including:
- training data,
- type of the classifier, and
- hyperparameters of the classifier.

### III. MACHINE LEARNING CLASSIFIERS

Different methods can be used for classification purposes such as Naïve Bayes, Support Vector Machine (SVM) and Artificial Neural Network (ANN) to extract the structure of the training data, build a model and classify the test data.

- Naïve Bayes is a probabilistic classifier based on applying Bayes’ theorem with (naïve) independence assumptions between the features. Naïve Bayes builds conditional probabilities of features (represented as vectors of feature values) under each class and determines the mostly likely class for the features of test data.
- SVM is a non-probabilistic linear classifier that represents the features of training data as points in space and maps them so that the features of the separate classes are divided by a gap that is as wide as possible. SVM maps features of test data into the same space and predicts them to belong to a class based on which side of the gap they fall on.
- An ANN is a machine for computing some function and consists of simple elements called neurons that are joined by weighted connections, a.k.a. synapses. A neuron $j$ performs a basic computation over its input synapses $w_{ji}$ (connecting neurons $i$ and $j$), and outputs a single scalar value $y_j$, which can be interpreted as its activation, or firing rate. For example, the following computation is commonly used: $y_j = f\left(b_j + \sum_{i \neq j} w_{ji}y_i \right)$. Here, $b_j$ is a constant bias term, while $f(x)$ is some non-linear function, such as $f(x) = 1/(1 + e^{-x})$. In a forward neural network (FNN) architecture (topology), neurons are arranged in layers. The activations of neurons in the input layer are set externally, while the activations of the hidden layer neurons and output layer neurons are computed as specified above; the latter represent the result of the network’s computation.

Provided that the hidden layer in ANNs has a sufficiently large number of neurons, the aforementioned simple architecture can (in theory) approximate any mathematical function to an arbitrary degree of precision, via its synaptic weights [14]. However, for many real-world problems, a good approximation would require a prohibitively large number of hidden layer neurons. To overcome this limitation, over the past decade, researchers have focused on deep architectures that contain many hidden layers. The training of such architectures is called deep learning, and was once prohibitively time-consuming, because learning is typically achieved through gradient descent on the network’s output error (defined as a function of its weights), and the components of this gradient are often very small for the weights of connections that are far away from the input layer (this is known as the vanishing gradient problem). However, the process is now facilitated by the availability of fast hardware and large datasets.

Once trained, the layers of the deep neural network can transform raw data (such as text data) into representations that become progressively more sophisticated and abstract with each layer, allowing the network to produce complex decisions (e.g., classifying text documents) at the output layer. As a result, deep learning has achieved unprecedented results in areas such as speech processing, machine translation and computer vision, and is presently being utilized within (or integrated into) many practical applications and products.

To implement classifiers, we use efficient implementations of:
- Natural Language Toolkit (NLTK 3.0 [15]) for Naïve Bayes,
- scikit-learn [16] for SVM, and
- Computational Network Toolkit (CNTK) for deep learning with FNNs; CNTK describes neural networks as a series of computational steps via a directed graph (where leaf nodes represent input values or network parameters, while other nodes represent matrix operations upon their inputs) [17].

### IV. BUILDING A CLASSIFIER

First, we train classifiers (Naïve Bayes, SVM and deep learning) and evaluate their accuracy in text classification. We use Reuters-21578 (Distribution 1.0 Text Categorization...
Collection Data Set [18]) for both training and test data. Reuters-21578 is a collection of documents that appeared on Reuters newswire in 1987 and was manually classified into text categories. We use Reuters-21578 text data as follows.

- We consider 5952 documents, where top two topics “earn” and “acq” constitute the two classes.
- We use 4234 documents for training.
  - 1533 of these documents are from class 1.
  - 2701 of these documents are from class 2.
- We use 1718 documents for testing.
  - 677 of these documents are from class 1.
  - 1041 of these documents are from class 2.
- We build features in terms of word distributions.
  - Deep learning uses all word distributions as features.
  - The classifier under attack (other than deep learning) uses top word distributions as features.

The classifier error is calculated as the percentage of mismatched labels with respect to the ground truth and is given in Table I, where error on class 1 (or class 2) is the probability that a document in class 1 (or class 2) is classified into the other class and the overall error is the average probability that a document is classified into the wrong class. As expected, deep learning with FNNs has the lowest classification error.

<table>
<thead>
<tr>
<th>Type of classifier</th>
<th>Error on class 1</th>
<th>Error on class 2</th>
<th>Overall error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive Bayes</td>
<td>10.68%</td>
<td>13.98%</td>
<td>12.69%</td>
</tr>
<tr>
<td>SVM</td>
<td>22.55%</td>
<td>9.20%</td>
<td>14.44%</td>
</tr>
<tr>
<td>Deep learning</td>
<td>3.55%</td>
<td>3.46%</td>
<td>3.49%</td>
</tr>
</tbody>
</table>

**V. Stealing a Classifier**

Next, we use half of the 1718 testing documents for polling a classifier of unknown type and structure, and using its labels to train the deep learning classifier as the functionally equivalent machine. Then, we use the other half of these 1718 documents for testing the similarity of labels returned by the classifier under attack and the functionally equivalent classifier built by deep learning. The error in similarity is calculated as the percentage of mismatched output labels between the classifier under attack and the equivalent machine. The output of the classifier under attack is viewed as the “ground truth”, in this case.

Table II shows the error of adversarial classifier. This error is calculated as the percentage of mismatched labels with respect to the classifier under attack. Deep learning can produce very similar output as other classifiers while the reverse is not true. That is, deep learning can be effectively used to steal the functionality of other classifiers while other classifiers cannot reliably infer the functionality of a deep learning classifier. This is due to the versatility of deep learning, where the space of learnable deep classifiers includes instances that are functionally similar to other classifier instances. On the other hand, the space of other classifiers (Naive Bayes, SVM and similar classifiers) is smaller and thus may not include instances that are functionally similar to certain deep classifier instances. In these experiments, hyperparameters of deep learning are optimized by the adversary as follows:

- If the classifier under attack is Naive Bayes: 90 neurons are used per layer, train criterion is “CrossEntropyWithSoftmax”, layer type is “RectifiedLinear”, mean variance is not normalized, non-uniform initial input is used, batch size is 15, momentum is 0.9, maximum number of epochs is 20, and likelihood threshold is 0.55.
- If the classifier under attack is Naive Bayes SVM: 90 neurons are used per layer, train criterion is “CrossEntropyWithSoftmax”, layer type is “Tanh”, mean variance is normalized, uniform initial input is used, batch size is 25, momentum is 0.9, maximum number of epochs is 18, and likelihood threshold is 0.5.

If we use the deep learning classifier that is built by the adversary, the classification errors are shown in Table III. These classification errors are combinations of the error of the original classifier (relative to the ground truth) and the error of the adversarial classifier (relative to the original classifier). In particular, the classification error is $13.85% \in [12.69 - 2.10, 12.69 + 2.10]$ if the original classifier is Naive Bayes, and is $13.74% \in [14.44 - 2.56, 14.44 + 2.56]$ if the original classifier is SVM.

**TABLE II**

<table>
<thead>
<tr>
<th>Type of attack</th>
<th>Error on class 1</th>
<th>Error on class 2</th>
<th>Overall error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deep learning infers</td>
<td>1.87%</td>
<td>2.27%</td>
<td>2.10%</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>9.91%</td>
<td>12.02%</td>
<td>11.18%</td>
</tr>
<tr>
<td>Deep learning infers</td>
<td>2.59%</td>
<td>2.55%</td>
<td>2.56%</td>
</tr>
<tr>
<td>SVM</td>
<td>7.00%</td>
<td>9.69%</td>
<td>8.61%</td>
</tr>
</tbody>
</table>

**TABLE III**

<table>
<thead>
<tr>
<th>Classifier under attack</th>
<th>Error on class 1</th>
<th>Error on class 2</th>
<th>Overall error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive Bayes</td>
<td>11.57%</td>
<td>15.33%</td>
<td>13.85%</td>
</tr>
<tr>
<td>SVM</td>
<td>20.77%</td>
<td>9.20%</td>
<td>13.74%</td>
</tr>
</tbody>
</table>
We presented an exploratory machine learning attack approach that uses deep learning to build a functionally equivalent machine for an online classifier of unknown type and structure where the adversary can request labels for input data. Results show that deep learning can reliably infer the functionality of Naive Bayes and SVM classifiers (i.e., the functionally equivalent classifier built by the adversary produces labels close to the classifier under attack), while the reverse is not true. Therefore, there is an emerging need to identify strategies for mitigating such exploratory black-box attacks with deep learning to protect online information systems.

VI. CONCLUSION

We presented an exploratory machine learning attack approach that uses deep learning to build a functionally equivalent machine for an online classifier of unknown type and structure where the adversary can request labels for input data. Results show that deep learning can reliably infer the functionality of Naive Bayes and SVM classifiers (i.e., the functionally equivalent classifier built by the adversary produces labels close to the classifier under attack), while the reverse is not true. Therefore, there is an emerging need to identify strategies for mitigating such exploratory black-box attacks with deep learning to protect online information systems.
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