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Abstract—A fundamental challenge in wireless networks is how to handle packet loss due to noise, interference, and dynamic channel effects, especially when there is no per-packet acknowledgement due to additional delay and potential loss of feedback packets. We design and implement a packet coding optimization scheme, applied at the source node, to enhance end-to-end transmission reliability in a lossy multi-hop network. Specifically, each source node transmits a file of packets to its destination node in the network where the end-to-end packet acknowledgement is not readily available because of the possible error or delay effects over multiple hops. By simply retransmitting packets, a source node cannot guarantee innovative packet feedback packets. We design and implement a packet coding optimization scheme for adaptive packet coding applied at the source node to avoid transmitting redundant packets, thereby significantly improving the throughput, even for the case of a single unicast session. This scheme does not require any knowledge of network topology and can seamlessly operate with any routing or network coding protocol used at the intermediate relay nodes. We analyze the throughput properties of coded transmissions and verify the feasibility of performance gains via simulations. Then, we provide high fidelity emulation testbed results with real radio transmissions over emulated channels to evaluate the throughput gains. Without relying on end-to-end acknowledgement for each packet, we show that the adaptive packet coding optimization scheme can achieve significantly higher throughput than the retransmission scheme in lossy networks with unicast traffic.

Index Terms—Network coding, retransmission, lossy networks, multi-hop networks, throughput, network emulation, testbed.

I. INTRODUCTION

Different disruptive effects of noise, interference, dynamic channels, and mobility contribute to end-to-end packet losses in wireless networks. It is challenging to handle packet loss when additional delay and potential loss of feedback packets make per-packet acknowledgement impractical. We consider the design and implementation of reliable communications in a lossy multi-hop network, where end-to-end transmissions may fail on paths from source nodes to destination nodes, and show the throughput benefits of coding optimization applied at source nodes in realistic testbed implementation. In this setup, a packet may be lost due to real-time link or node failure, or may be dropped if there is a (hard delay) deadline for end-to-end packet delivery. Thus to ensure successful end-to-end transmissions in a lossy network, it is necessary to continue transmitting packets until they are successfully received.

We consider a model that every source node transmits a file (a group of packets) to its destination node. We focus on the case where if any packet is lost, the entire transmission for the file fails with zero gain. An example scenario is that this group of packets corresponds to a compressed (e.g., zip) file. The destination node can unzip it only if the entire zip file is received. For the ideal case that there is instantaneous and reliable transport layer end-to-end acknowledgement (ACK) for each packet, a source node can simply retransmit lost packets (without loss of throughput optimality). However, the end-to-end ACK delay in a multi-hop network is at least the round-trip-time (RTT), which grows with the network size. Moreover, an ACK message may also be lost as data packets. Hence, we do not assume that a source node knows exactly which packet is lost.

A simple scheme for reliable transmissions is that a source node keeps retransmitting each packet until a high end-to-end success probability is achieved. Because of the lack of ACKs, it is possible that a packet is retransmitted even if it is already received at the destination. To address this redundancy issue, we implement an adaptive packet coding scheme optimized for reliable transmissions using only end-to-end loss rate estimates rather than per packet feedback. The source node does not transmit original packets but transmits coded packets such that each of them contributes to the recovery of the entire file. We analyze the performance for both schemes. This packet coding scheme has better throughput performance than the simple retransmission scheme for unicast traffic with single or multiple source-destination pairs.

We note that packet coding scheme considered in this paper departs from the traditional network coding scheme, which extends store-and-forward-based routing and provides the general capability to process traffic at relay nodes [1, 2]. It is well known that network coding improves the throughput compared to routing in reliable networks with multicast traffic (where the packet loss probability is negligible if data rate is no more than link capacity) and linear coding is sufficient for single source multicast [3]. In such reliable networks, network coding can increase the throughput for multiple unicasts but...
not necessarily for a single unicast session [4].

In this paper, we implement adaptive packet coding and optimization at the source node in a multi-hop network with non-negligible end-to-end packet loss probabilities, where arbitrary routing or network coding operations can be applied at relay nodes. One-hop multicast in a lossy network was studied for error-free ACKs [5], [6] and erroneous ACKs [7], and it was shown that network coding can decrease the packet delay and consequently increase the throughput. Instead, we study the throughput directly in a multi-hop lossy network with unicast traffic. Without end-to-end ACK for each packet, the source node transmits a group of packets, which should be all received at the destination node. Based on the estimated end-to-end packet loss probability, the source can adaptively determine a suitable number of packets in a group (i.e., the original size of packet groups) under a given number of coded packets or a suitable number of coded packets (i.e., the number of transmissions or the delay bound for a file) under a given number of packets in a group such that throughput can be maximized. Through analytical and simulation studies, we show that network coding can improve the throughput even for a single source unicast in this lossy network model.

We also provide emulation testbed results, where we evaluate the performance of adaptive packet coding optimization in a wireless network environment with actual radio transmissions. Network coding schemes have been studied in testbeds with fixed network topologies, e.g., [8]–[11]. In this paper, we use a real-time wireless emulation platform, RFnest[TM] [12] (developed by Intelligent Automation, Inc. and offered as a COTS product), to generate dynamic network scenarios and physical channel events. We verify the improved throughput performance by adaptive packet coding optimization under different end-to-end loss events generated with actual radios. We also run real video traffic in the emulation environment and observe that the video quality significantly improves with the adaptive packet coding optimization scheme in accordance with the measured throughput increase.

The remaining of this paper is organized as follows. Section II presents the system model. A simple retransmission scheme is given and is analyzed in Section III. In Section IV, we design an adaptive scheme for packet coding optimization, discuss its throughput benefits, and analyze its performance. Section V evaluates the performance through simulations and emulations. Section VI concludes this paper.

II. SYSTEM MODEL

We consider a multi-hop lossy wireless network that provides best-effort services, i.e., no strict guarantee on the end-to-end packet delivery. There are random end-to-end packet loss events (on the path from a source to its destination), caused by either node failure, link failure, or deadline-based packet expiration. We do not restrict the model to a particular network-layer operation, which can be based on either routing or network coding to route packets over the network. In addition, we do not require any prior knowledge on node or link error probabilities.

A source node wants to transmit a file of m packets to the corresponding destination node over this lossy network. We consider the case that if any packet is lost, the entire transmission for the file fails with zero gain. A sample scenario is that if m packets correspond to a compressed (e.g., zip) file, the destination node can unzip it only if the entire file of m packets is received. Note that the transport layer end-to-end ACK may not be available for each packet. Even if such ACK is available, it may increase the delay and overhead in data transmission. Therefore, we do not require any packet-level end-to-end ACK. This no packet-level ACK setting was also considered in [13]. Instead, m packets in a file are transmitted for \( k \geq m \) times, where \( k \) corresponds to a delay bound for this file. We assume there is an ACK for the file after \( k \) transmissions (a.k.a. per-group ACK) showing the number of lost packets such that a source node can calculate the past end-to-end packet loss probability and use it as future loss probability. Using this probability, transmission strategy is adapted to improve throughput. Note that there may be estimation error on the end-to-end packet loss probability. The schemes to be designed in Sections III and IV can work with non-optimal parameters but the achieved throughput improvement is smaller than analyzed optimal value.

We consider different packet retransmission and coding schemes applied at the source node to increase the throughput at a destination node. We focus on a single source-destination pair, while the results readily extend to arbitrary source-destination configurations by changing the end-to-end loss probabilities based on the increasing interference effects among multiple sessions.

III. RETRANSMISSION SCHEME AND PERFORMANCE ANALYSIS

A. Retransmission Scheme

To ensure receiving all packets at the destination node, a source node can employ a ReTransmission (RT) scheme, which can also be regarded as a repetition code. Since there is no end-to-end (per packet) ACK, a source node does not know which packets are lost. Thus, after transmitting each of \( m \) packets once, a source node has to retransmit all packets. Moreover, each packet should be transmitted for equal times, whenever possible, since any lost packet may have caused a failure in reception of all \( m \) packets. Then, a source node can simply retransmit all packets in the original order until reaching \( k \) transmissions. The following is the algorithm for the RT scheme.

\begin{algorithm}
1) For given \( m \) and \( k \), determine the largest integer \( t \) such that \( k = tm + c \), where \( c \) is a non-negative integer.
2) Transmit \( t \) rounds. Within each round, each of the \( m \) packets is transmitted once.
3) If \( c > 0 \), transmit each of the first \( c \) packets once.
\end{algorithm}

Note that we can also randomly transmit \( c \) packets in Step 3 but doing so will not change the expected performance. The simplest way to see this is renaming selected packets as packets 1, 2, \ldots, \( c \). Clearly, renaming will not change throughput performance. With new packet names, the random scheme
reduces to the deterministic scheme. We adopt the deterministic approach to facilitate performance analysis. Based on the above algorithm, the i-th packet (1 ≤ i ≤ m) is transmitted in the i-th, (m + i)-th, ..., (tm + i)-th transmissions, if i ≤ c, and is transmitted in the i-th, (m + i)-th, ..., ((t − 1)m + i)-th transmissions, if i > c. Denote

\[ K_i = \begin{cases} \{i, m + i, \ldots, tm + i\} & \text{if } i \leq c, \\ \{i, m + i, \ldots, (t - 1)m + i\} & \text{if } i > c, \end{cases} \]

as the set of transmissions for the i-th packet, and \( S_i \subseteq K_i \) as the set of successful transmissions for the i-th packet. If \(|S_i| \geq 1\) for each packet i, packet transmissions are successful with throughput \( \frac{m}{\text{transmissions}} \) (measured as the number of packets received per end-to-end transmission); otherwise, transmissions fail with zero throughput. The i-th packet is received with a probability \( Pr(|S_i| \geq 1) \). Under independent loss events in consecutive transmissions (due to changes in channels, topology, and routing or network coding operations), the end-to-end success probability is given by

\[ \prod_{i=1}^{m} Pr(|S_i| \geq 1) = \prod_{i=1}^{m} (1 - \prod_{j \in K_i \setminus S_i} q_j), \]

where \( q_j \) is the end-to-end packet loss probability for the j-th transmission. The expected throughput is

\[ \lambda_{RT} = \frac{m}{\prod_{i=1}^{m} Pr(|S_i| \geq 1)} = \frac{m}{\prod_{i=1}^{m} (1 - \prod_{j \in K_i \setminus S_i} q_j)} \]

Based on (1), if a source node knows all \( q_i \) values, it may identify the optimal value of \( k \) for given (fixed) \( m \) or the optimal value of \( m \) for given (fixed) \( k \) to maximize throughput \( \lambda_{RT} \). A source can learn the average loss probabilities from the destination feedback that needs to be sent less frequently than per-packet acknowledgements. However, the cost to obtain the exact values for all \( q_i \) could be still demanding in real-time applications. Instead, we may use the expected end-packet loss probability \( \epsilon = E[q_i] \) over all transmissions to estimate the throughput. Then, we obtain

\[ \prod_{i=1}^{m} Pr(|S_i| \geq 1) \approx \prod_{i=1}^{c} (1 - \epsilon^{i+1}) \prod_{i=c+1}^{m} (1 - \epsilon^i) = (1 - \epsilon^{i+1})^c (1 - \epsilon^i)^{m-c} \]

and the expected throughput follows from (1) as

\[ \lambda_{RT} \approx \frac{m}{c} (1 - \epsilon^{i+1})^c (1 - \epsilon^i)^{m-c}. \]

B. Performance Analysis

We now analyze the RT scheme and choose the best \( k \) under given \( m \) and \( \epsilon \). Note that we can also choose the best \( m \) under given \( k \) and \( \epsilon \). The analysis is similar and thus is omitted.

We first quantify the values of \( k \) such that \( \lambda_{RT}(k) \) can be a local maximum. We have the following result. The proof is given in the Appendix.

**Lemma 1:** If \( \lambda_{RT}(k) \) is a local maximum, then \( k = tm \) for some integer \( t \geq 1 \).

Note that for given \( m \) and \( \epsilon \), the expected throughput may have multiple local optimal \( k \) values, e.g., for \( m = 2 \) and \( \epsilon = 0.45 \), \( \lambda_{RT}(k) \) is a local maximum at \( k = 2 \) and \( k = 4 \).

We then determine the global maximum point for \( \lambda_{RT}(k) \). Based on Lemma 1, we focus on considering these values to develop a condition for global optimality. We have the following result. The proof is given in the Appendix.

**Theorem 1:** For given \( m \) and \( \epsilon \), the global optimal \( k \) is

\[ k = tm, \text{ where } t \text{ is the smallest integer value such that } \frac{t+1}{t} \left(1 - \epsilon^t\right)^m < 1. \]

We note that the optimal value is unique. In general, \( \epsilon_i \) values may not be the same. We can apply Theorem 1 if \( \epsilon_i \) values are all approximately equal to a common value \( \epsilon \).

IV. ADAPTIVE PACKET CODING OPTIMIZATION AND PERFORMANCE ANALYSIS

A. Adaptive Packet Coding Optimization

In the RT scheme, a source node blindly retransmits all packets. Thus, some already received packets may be retransmitted wasting new transmission opportunities. To resolve this issue, we implement an adaptive packet coding optimization (ACO) to transmit \( k \) coded packets (see Fig. 1) as follows.

**Algorithm 2 ACO Scheme**

1. For given \( m \) (or \( k \)), determine a suitable \( k \) (or \( m \)) and linearly code \( m \) original packets into \( k \) packets (to maximize throughput).
2. Transmit each of the \( k \) coded packets only once.

Denote \( K = \{1, 2, \ldots, k\} \) as the set of all coded packets and \( S \subseteq K \) as the set of coded packets that are received at the destination. For ease of exposition, we assume that \( k \) coded packets are independent and the source-destination pair agrees on the network code. We will consider the case that packets are coded randomly and thus may not be independent, in simulation study. If \(|S| \geq m\), the original \( m \) packets can be decoded from \(|S|\) received packets, which are independent coded packets; otherwise, some packets cannot be decoded and thus the transmission for the group of \( m \) packets fails. Such a scheme can also be regarded as an optimized fountain code. For ACO, the success probability is given by

\[ Pr(|S| \geq m) = \sum_{S \subseteq K} \prod_{i \in S} (1 - \epsilon_i) \prod_{j \in K \setminus S} \epsilon_j. \]

We assume that the coding coefficients are transmitted in the packet header along with data and this overhead of \( m \) symbols is negligible compared to the total size of data content in each packet. Thus, the expected throughput (the number of packets received per end-to-end transmission) is

\[ \lambda_{ACO} = \frac{m}{k} Pr(|S| \geq m) = \frac{m}{k} \sum_{S \subseteq K} \prod_{i \in S} (1 - \epsilon_i) \prod_{j \in K \setminus S} \epsilon_j. \]
Based on (4), if a source node knows all $\epsilon_i$ values, it may identify the optimal $k$ for given $m$ or the optimal $m$ for given $k$ to maximize the throughput $\lambda_{ACO}$. Otherwise, a source node needs to estimate the end-to-end loss probabilities as in the RT scheme. In practice, we may use the expected end-to-end packet loss probability $\epsilon$ over all transmissions to estimate the achieved throughput. The success probability is given by

$$P_r(|S| \geq m) = \prod_{i \in S} (1 - \epsilon_i) \leq \sum_{k=0}^{m} \binom{k}{i} (1 - \epsilon)^{k-i}$$

and the expected throughput follows from (4) as

$$\lambda_{ACO} \approx \frac{m}{k} \sum_{i=0}^{k} \binom{k}{i} (1 - \epsilon)^i \epsilon^{k-i}. \quad (5)$$

Based on this expected throughput, we can maximize the throughput by choosing a suitable $k$ for given $m$ or choosing a suitable $m$ for given $k$.

In the ACO scheme, every received packet contributes to the successful reception of the entire file. That is, since each packet appears in different coded combinations, the ACO scheme does not waste any transmission compared to the RT scheme and can achieve better performance. Each original packet undergoes different packet loss events in different coded packet transmissions. This effect generates virtual multipath diversity such that the ACO scheme can achieve better performance than the RT scheme. To show the advantage of ACO, we calculate the expected throughput for $m = 2$, $k = 4$, and $\epsilon = 0.5$. By (2), the expected throughput by the RT scheme is $\lambda_{RT} = \frac{2}{5}(1 - 0.5^2)^2 = 0.28125$. By (5), the expected throughput by the ACO scheme is $\lambda_{ACO} = \frac{2}{5} \sum_{k=0}^{4} \binom{4}{i}(1 - 0.5)^i 0.5^{k-i} = 0.34375$. Thus, ACO scheme can provide 22% throughput gain by coding packets at the source node only. The implementation of the ACO scheme does not require any knowledge on network operations at relay nodes, routing paths, link or node failure probabilities or coexistence of any other source-destination pairs.

B. Performance Analysis

We now analyze the ACO scheme and choose the best $k$ under given $m$ and $\epsilon$. The analysis for choosing the best $m$ under given $k$ and $\epsilon$ is similar and thus is omitted. We have the following result. The proof is given in the Appendix.

**Theorem 2:** For given $m$ and $\epsilon$, denote $\hat{k}$ as the solution to

$$\sum_{i=0}^{k} \binom{k}{i} (1 - \epsilon)^i \epsilon^{k-i} - k \binom{k}{m-1} (1 - \epsilon)^m \epsilon^{k-m+1} = 0. \quad (6)$$

Then the best $k$ is either $\lfloor \hat{k} \rfloor$ or $\lceil \hat{k} \rceil$, based on their corresponding $\lambda_{ACO}$ values.

Note that the optimal $k$ for the ACO scheme is unique unless $\lfloor \hat{k} \rfloor$ and $\lceil \hat{k} \rceil$ achieve the same $\lambda_{ACO}$ value. In general, $\epsilon_i$ values may not be the same. We can apply Theorem 2 if $\epsilon_i$ values are all approximately equal to a common value $\epsilon$.

V. PERFORMANCE EVALUATION

We evaluate the throughput performance of ACO and RT schemes through simulation and emulation. In simulation, packets are dropped randomly based on the assumed link loss probabilities, while in emulation packets are lost due to physical channel errors in actual radio transmissions.

A. Simulation Results

We consider a source-destination pair that may choose a different path for each packet. The path length $h$ (the number of hops) is assumed as a random number uniformly distributed in $[1, 50]$. For simplicity, we assume that the loss probability is 0.01 for all links and the packet loss events at any link are independent from other links. Then the end-to-end packet loss probability is $1 - (1 - 0.01)^h$. Note that in emulation, we will study the case that packets are lost due to errors in actual radio transmissions over emulated wireless channels.

We consider three scenarios:

**Scenario 1:** A single file is already divided into $m$ packets. Given this $m$, the source node varies $k$ (the number of coded packets) to find the best $k$ and maximize the throughput. We show the results for $m = 5$ in Fig. 2. The ideal ACO scheme is the one we discussed in Section IV, where the original $m$ packets can be decoded if the number of received coded packets is no less than $m$. On the other hand, distributed network coding can be achieved via random network codes [14]. Here, the ACO 1, ACO 2, and ACO 8 schemes use random linear codes with field size $2^3$, $2^2$, and $2^8$, respectively. The throughput grows with the field size and approaches the value achieved in the ideal ACO scheme.

Next, we compare the RT scheme and the ideal ACO scheme. When $k = m = 5$, both schemes are successful only if all transmissions are successfully received. Thus, the RT scheme can achieve the same performance as the ideal ACO scheme. When we increase $k$, both schemes first achieve better performance because the success probability to receive and decode $m$ packets is increasing. But after a certain point, the throughput starts dropping because the success probability is close to 1 and thus the throughput is close to $\frac{m}{h} = \frac{5}{h}$. This is a decreasing function of $k$, e.g., for $k = 20$ both schemes achieve the throughput equal to $\frac{m}{h} = \frac{5}{h}$.

Based on the results in Fig. 2, the ideal ACO scheme always achieves larger throughput than the RT scheme. As we discussed in Section IV, every transmission under the ideal
ACO scheme contributes to the final success, while some transmissions under the RT scheme may be wasted due to retransmissions of packets that are already received. Moreover, the optimal value of $k$ for the ideal ACO scheme is 7 and the achieved throughput is 0.59, while the optimal value of $k$ for the RT scheme is 10 and the achieved throughput is 0.39. In other words, if each scheme chooses the best value of $k$, the ideal ACO scheme can achieve better throughput performance with less delay.

**Scenario 2**: There is a delay bound of $k$ end-to-end transmissions for a single file. Given this $k$, a source node determines the optimal size of packet groups, i.e., the number of packets $m$, to maximize the throughput. We show the results for $k = 20$ in Fig. 3. We again find that the ACO 8 scheme has almost the same performance as the ideal ACO scheme.

Next, we compare the RT scheme and the ideal ACO scheme. When $m = k = 20$, both schemes again have the same throughput performance. When we decrease $m$, both schemes first achieve better performance because the success probability to receive and decode $m$ packets is increasing. But after a certain point, the throughput starts dropping because the success probability is close to 1 and the throughput is close to $\frac{m}{k}$, which is an increasing function of $m$, e.g., for $m \leq 5$ both schemes achieve a throughput close to $\frac{m}{k}$.

Fig. 3 also shows that the ideal ACO scheme always achieves larger throughput than the RT scheme. Moreover, the optimal $m$ for the ideal ACO scheme is 13 and the achieved throughput is 0.62, while the optimal $m$ for the RT scheme is 9 and the achieved throughput is 0.32. In other words, if each scheme chooses its best value of $m$, the ideal ACO scheme can achieve better throughput with a different $m$ value.

**Scenario 3**: The source continually transmits files with different size (i.e., different $m$), each over different number of transmissions $k$. We consider total $10^4$ packets. Each packet transmission either succeeds or fails, with a successful probability of 0.7.

In what follows, we study two subcases.

**Scenario 3.1**: The source node has series of files with different $m$ values from $[2, 10]$ and selects $k$ for each $m$. Although the optimal value of $k$ may be determined (e.g., by taking into account the packet loss probability for each transmission), we simply use fixed $k$ values to demonstrate the advantage of the ACO scheme over the RT scheme. Based on Fig. 2, the ideal ACO scheme has the optimal value close to $k = 1.4m$ and the RT scheme has the optimal value close to $k = 2m$. Thus, we consider $k = [1.4m]$ (where $[x]$ rounds $x$ to the nearest integer), $k = 2m$, and additional case of $k = 3m$ for both RT and ACO schemes.

We compute the average throughput achieved after every 100 transmissions and show it in Fig. 4. With the same $k$, the ACO scheme always achieves larger throughput than the RT scheme. For the ACO scheme the choice of $k = [1.4m]$ yields better performance than $k = 2m$ or $k = 3m$, while for the RT scheme the choice of $k = 2m$ yields better performance than $k = [1.4m]$ or $k = 3m$. Finally, the ACO scheme with $k = [1.4m]$ sustains the throughput of 0.52, while the RT scheme with $k = 2m$ can only achieve the throughput of 0.41.

**Scenario 3.2**: The source node has series of files with different $k$ values uniformly drawn from the interval $[10, 20]$ and selects $m$ for each $k$. Based on Fig. 3, the ideal ACO scheme has the optimal value close to $m = [0.65k]$ and the RT scheme has the optimal value close to $m = [0.45k]$. Thus, we consider $m = [0.65k]$, $m = [0.45k]$, and an additional case of
B. Emulation Tests

We further evaluated the ACO and RT schemes with our high-fidelity wireless network emulation testbed (as shown in Fig. 6), where wireless radios send real signals over emulated channels and channel attenuation between radios is digitally controlled. There are four main components in our testbed platform: radio frequency network emulator simulator tool, RFnest™ [12], software simulator running higher-layer protocols on a PC host, configurable RF front-ends (Router-Station Pro from Ubiquiti), and digital switch. Hardware tests are executed at 2.462GHz channel with 10dBm transmission power, 10MHz bandwidth, and 1Mbps rate. In emulation test GUI (see Fig. 7), we can move nodes and control the network topology. Instead of a sequence of events simulated by some random process (as we did in Section V-A), we record in these emulations the end-to-end packet delivery/loss events generated with real radios.

Transmissions are performed from a source node to a destination node. The source node continually transmits files of \( m \) packets (\( m \) value may change for each file) over \( k \) transmissions, where \( k \) is determined by ACO or RT scheme, respectively. Network emulator generates a sequence of events to indicate whether each end-to-end packet delivery over the network is successful or not. The \( i \)-th transmission is successful if and only if the \( i \)-th event indicates a successful end-to-end packet delivery.

![Fig. 6. Programmable RFnest™ testbed.](image1)

![Fig. 7. Emulation test GUI.](image2)

![Fig. 8. The throughput achieved in emulation tests.](image3)

For emulation results here, we implement a joint channel allocation and routing scheme in a cognitive radio environment [15] over a randomly deployed four-node network, where one node is the source, one node is the destination, and the other two nodes are relays. There are also two primary users, each with one assigned channel. If a primary user is active on its assigned channel, secondary users close to this primary user cannot access this channel at the same time. Both ACO and RT schemes apply to any lossy multi-hop wireless network. As before, the ACO and RT schemes are run at the source and they are oblivious to network operations inside the network. There is no end-to-end per packet ACK. To optimally choose \( k \), we assume there is an end-to-end ACK after a group of \( k \) transmissions showing the number of received packets and whether the group of \( m \) packets is received. This information is used to estimate the channel condition. Then ACO or RT scheme determines its optimal \( k \) for a given \( m \) by exhaustive search under the estimated channel condition. As shown in Fig. 2, we observe a single optimal value for \( k \). This can reduce the complexity of search.

![Fig. 5 shows the throughput results. The ACO scheme also achieves larger throughput than the RT scheme for the same choice of \( k \). For the ACO scheme, the choice of \( m = [0.65k] \) yields better performance than the other \( k \) values while for the RT scheme the choice of \( m = [0.45k] \) yields better performance than the other \( k \) values. Finally, the ACO scheme with \( m = [0.65k] \) sustains the throughput of 0.48, while the RT scheme with \( m = [0.45k] \) can only achieve the throughput of 0.32.](image4)

VI. Conclusion

In this paper, we implemented an adaptive packet coding optimization scheme for reliable transmissions in a lossy multi-hop network. We studied a scenario that each source...
node transmits a file of packets to its destination node without per-packet end-to-end ACK because such ACK is not available or causes large delay in a multi-hop network. The coding scheme allows the source node to adaptively code the original packets to maximize throughput, and transmit coded packets to the destination node. Once the destination node receives enough packets, it can decode and obtain all original packets. This scheme does not require any prior knowledge on network topology and routing/network coding protocol inside the network, and adapts to network dynamics measured in terms of end-to-end estimates of average loss probabilities. We showed that by fully exploiting all successful transmissions, this coding scheme can achieve larger throughput than the simple retransmission scheme for unicast traffic. We analyzed its performance and verified the throughput gains via hardware-in-the-loop emulation tests with actual radios.

**APPENDIX – PROOFS**

**Proof of Lemma 1.** We consider the performance change when we increase \( k \) to \( k + 1 \). Recall that we have \( k = tm + c \) for some integers \( t \) and \( c \). We consider two cases: \( c < m - 1 \) or \( c = m - 1 \). If \( c < m - 1 \), then by (2), the expected throughput when \( k \) is increased to \( k + 1 \) is

\[
\lambda_{RT}(k + 1) = \frac{m}{k + 1} (1 - \epsilon^t)^{c+1} (1 - \epsilon^t)^{m-c+1}.
\]

The ratio \( r(k) \) between two expected throughputs under \( k \) and \( k + 1 \) is

\[
r(k) = \frac{\lambda_{RT}(k)}{\lambda_{RT}(k + 1)} = \frac{\frac{m}{k + 1} \prod_{i=1}^{m} Pr(|S_i|^k \geq 1)}{\frac{m}{k + 2} \prod_{i=1}^{m} Pr(|S_i|^{k+1} \geq 1)} = \frac{(1 - \epsilon^{t+1})^{c+1}(1 - \epsilon^t)^{m-c+1}}{k + 1 - \epsilon^{t+1}}.
\]

If \( c = m - 1 \), the expected throughput when \( k \) is increased to \( k + 1 \) is

\[
\lambda_{RT}(k + 1) = \frac{m}{k + 1} \prod_{i=1}^{m} Pr(|S_i|^{k+1} \geq 1) = \frac{m}{k + 1} (1 - \epsilon^{t+1})^0 (1 - \epsilon^t)^m = \frac{m}{k + 1} (1 - \epsilon^t)^m.
\]

We can verify that (7) also holds.

Next, we analyze the ratio in (7). We need to compare this ratio with 1 to check whether the expected throughput can be increased if we increase \( k \) to \( k + 1 \). We first determine how this ratio changes when \( k \) is increasing. We again consider two cases: \( c < m - 1 \) or \( c = m - 1 \). It is easy to see that when \( c < m - 1 \), we have

\[
r(k + 1) = \frac{\lambda_{RT}(k + 1)}{\lambda_{RT}(k + 2)} = \frac{\frac{m}{k + 2} \prod_{i=1}^{m} Pr(|S_i|^{k+2} \geq 1)}{\frac{m}{k + 1} \prod_{i=1}^{m} Pr(|S_i|^{k+1} \geq 1)} = \left(\frac{k + 2}{k + 1}\right) (1 - \epsilon^{t+1}) \left(1 - \epsilon^t\right) \left(1 - \epsilon^{t+2}\right) = \frac{k + 2 - \epsilon^{t+1}}{k + 1 - \epsilon^{t+2}}.
\]

That is, when \( c < m - 1 \), this ratio is decreasing when \( k \) is increasing.

When \( c = m - 1 \), we have

\[
r(k + 1) = \frac{\lambda_{RT}(k + 1)}{\lambda_{RT}(k + 2)} = \frac{\frac{m}{k + 2} \prod_{i=1}^{m} Pr(|S_i|^{k+2} \geq 1)}{\frac{m}{k + 1} \prod_{i=1}^{m} Pr(|S_i|^{k+1} \geq 1)} = \frac{k + 2 - \epsilon^{t+1}}{k + 1 - \epsilon^{t+2}}.
\]

In the following, we will show that the difference between two ratios \( r(k) = \frac{k + 1 - \epsilon^{t+1}}{k - \epsilon^{t+2}} \) and \( r(k + 1) = \frac{k + 2 - \epsilon^{t+1}}{k + 1 - \epsilon^{t+2}} \) may be positive, zero, or negative when \( k = tm + m - 1 \). The difference between two ratios is

\[
r(k) - r(k + 1) = \frac{k + 1 - \epsilon^{t+1}}{k - \epsilon^{t+2}} - \frac{k + 2 - \epsilon^{t+1}}{k + 1 - \epsilon^{t+2}} = \frac{k + 1}{k + 1} - \epsilon^{t+1} + \epsilon^{t+2} = \frac{k + 1 + \epsilon^{t+1}}{k + 1} - \epsilon^{t+2}.
\]

where the “\( \approx \)” holds when \( n \) is large enough. Note that \( \frac{(1 - \epsilon^{t+1}) \prod_{i=0}^{k} \epsilon^t \epsilon^{t+2} - (k + 1)^2}{k(k + 1) \sum_{i=0}^{k} \epsilon^t \epsilon^{t+2}} > 0 \), and \( \frac{(1 - \epsilon^t) \epsilon^{t+2} - (k + 1)^2}{1 - \epsilon^{t+2}} \) increases rapidly with
\( t \), and \((k + 1)^2 = (tm + m)^2\). Thus, the above difference between two ratios is positive when \( t \) is large enough. But if \( n \) is not large enough, then the above difference can be positive, zero, or negative.

Combining both cases of \( c < m - 1 \) and \( c = m - 1 \), the ratio in (7) may increase only if \( k = tm + m - 1 \).

We now compare

\[
\frac{r(k)}{r(k+1)} = \frac{\lambda_{RT}(k)}{\lambda_{RT}(k+1)} = \frac{\prod_{i=1}^{m} Pr([S^k_i] \geq 1)}{\prod_{i=1}^{m} Pr([S^{k+1}_i] \geq 1)}.
\]

with \(1\). Since this ratio may increase only if \( k = tm + m - 1 \), it may achieve the local maximum at \( k = tm + m \). Thus, the expected throughput may decrease if we increase \( k \) from \( tm + m \) to \( tm + m + 1 \). Then if \( \lambda_{RT}(k) \) is a local maximum, \( k \) must be either \( m \) (the first point) or \( tm + m \) for some integer \( t \geq 1 \).

**Proof of Theorem 1.** To determine the global maximum point for \( \lambda_{RT}(k) \), we focus on considering \( k = tm \) for some integer \( t \geq 1 \) based on Lemma 1. Consider the change when we increase \( k \) from \( tm = k + (t + 1)m \). We have

\[
\frac{\lambda_{RT}(tm)}{\lambda_{RT}(tm + m)} = \frac{m}{(t+1)m} \prod_{i=1}^{m} Pr([S^m_i] \geq 1).
\]

We have

\[
\frac{\partial}{\partial \epsilon} \left[ 1 - e^{\epsilon t} \right] = \frac{m(1 - e^{\epsilon t})^{m-1}}{1 - e^{\epsilon t+1}} \frac{t+1}{t+1} \left( 1 - e^{\epsilon t+1} \right).
\]

When \( t = 1 \),

\[
-t + (t + 1) e^{-1} = -1 + 2e - e^2 = -(1 - e)^2 < 0.
\]

When \( t > 1 \),

\[
t + (t + 1) e^{-1} = -t(1 - e) + e(1 - e^t) = (1 - e)(-t + e \sum_{i=0}^{t-1} e^i) < 0.
\]

Thus, we have

\[
\frac{\partial}{\partial \epsilon} \left[ 1 - e^{\epsilon t} \right] < 0
\]

for any \( t \geq 0 \), i.e., \( e^{\epsilon t} \left[ 1 - e^{\epsilon t} \right] \) is a decreasing function of \( \epsilon \). Therefore, if \( k = tm \) is the global optimal, then \( t \) is the smallest integer value such that (3) holds.

**Proof of Theorem 2.** By (5), the expected throughput when we increase \( k \) to \( k + 1 \) is

\[
\lambda_{ACO}(k+1) = \frac{m}{k+1} [Pr([S^k] \geq m) + (1 - \epsilon) Pr([S^k] = m - 1)].
\]

Then the difference between two expected throughputs under \( k \) and \( k + 1 \) is

\[
\lambda_{ACO}(k) - \lambda_{ACO}(k + 1) = \frac{m}{k+1} Pr([S^k] \geq m) - \frac{m}{k+1} [Pr([S^{k+1}] \geq m) + (1 - \epsilon) Pr([S^{k+1}] = m - 1)]
\]

\[
= \frac{m}{k+1} [Pr([S^k] \geq m) - Pr([S^{k+1}] \geq m) + (1 - \epsilon) Pr([S^{k+1}] = m - 1)]
\]

\[
= \frac{m}{k+1} \sum_{i=m}^{k} \left[ \left( \begin{array}{c} k \\ i \end{array} \right) (1 - \epsilon)^i e^{k-i} - \frac{m}{k+1} (1 - \epsilon) \left( \begin{array}{c} k \\ m-1 \end{array} \right) (1 - \epsilon)^{m-1} e^{k-m+1} \right].
\]

We have

\[
\frac{\partial}{\partial \epsilon} \left[ \sum_{i=m}^{k} \left( \begin{array}{c} k \\ i \end{array} \right) (1 - \epsilon)^i e^{k-i} - k \left( \begin{array}{c} k \\ m-1 \end{array} \right) (1 - \epsilon)^{m-1} e^{k-m+1} \right] = 0.
\]

where the third equality holds by \( \left( \begin{array}{c} k \\ i \end{array} \right)(k-i)(1-\epsilon)^{k-i-1} = \left( \begin{array}{c} k+1 \\ i+1 \end{array} \right)(1-\epsilon)^{(k+1)-(i+1)} \) and \( \left( \begin{array}{c} k \\ k \end{array} \right)(1-\epsilon)^{k-k} = 0 \). By solving

\[
\frac{\partial}{\partial \epsilon} \left[ \sum_{i=m}^{k} \left( \begin{array}{c} k \\ i \end{array} \right)(1 - \epsilon)^i e^{k-i} - k \left( \begin{array}{c} k \\ m-1 \end{array} \right) (1 - \epsilon)^{m-1} e^{k-m+1} \right] = 0
\]

\[
\frac{1}{(k+1)!} (1-\epsilon)^m e^{-k} \left( \begin{array}{c} k+1 \\ m \end{array} \right) (1-\epsilon)^{m-1} e^{-k+m+1} = 0.
\]
we obtain $\epsilon = 0, 1$, or $\frac{k - m + 1}{m}$. Note that
\[ \frac{\partial}{\partial \epsilon} \sum_{k=1}^{m} \left( \frac{k}{m} \right) \frac{1}{(1-\epsilon)^k} \left( 1-\frac{1}{k} \right) \left( 1-\frac{m}{k} \right) = 0. \]

Thus the solution is minimized when $\epsilon = \frac{k - m + 1}{m}$. Note that the difference is $\epsilon > 0$ when $\epsilon \to 0$ and approaches zero when $\epsilon \to 1$. Then the minimum difference is negative.

For a given $m$ and a fixed $k$, Eq. (6) determines a probability threshold $P(m,k)$, which is less than $\frac{k - m + 1}{m}$. If $\epsilon < P(m,k)$, then the difference is positive, if $\epsilon = P(m,k)$, then the difference is zero, and if $\epsilon > P(m,k)$, then the difference is negative. Thus for given $m$ and $\epsilon$, if Eq. (6) has an integer solution for $k$, this solution is the optimal $k$. Otherwise, denote its solution as $\hat{k}$. The optimal $k$ is either $[k]$ or $\lceil k \rceil$, based on their corresponding $\lambda_{ACO}$ values.
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